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Over-Pessimism Problem of DRO

• The objective function of DRO:

min! sup
"∈𝒫(&!")

𝔼"[ℓ(𝑓! 𝑋 , 𝑌)]

• 𝒫(𝑃#$) is the distribution set defined via some distance metric as:

𝒫 𝑃#$ = {𝑄:𝐷𝑖𝑠𝑡 𝑄, 𝑃#$ ≤ 𝜌}

• When the testing distribution is included in 𝒫(𝑃()) , the testing performance 
is guaranteed.
• When the distribution set 𝒫(𝑃()) is overwhelmingly large, the learned 

model will predict with low-confidence.
Over-Pessimism



Over-pessimism Problem in DRO

• When the uncertainty set is overwhelmingly large, the learned model predicts with 
low confidence.

min! sup
":$%&' ","!" )*

𝔼"[ℓ(𝜃; 𝑋, 𝑌)]

Figure from Frogner, C., Claici, S., Chien, E., & Solomon, J. (2019). Incorporating unlabeled data into distributionally robust learning.  JMLR.



Over-pessimism Problem in DRO

• WDRO:  another low confidence example for in linear setting:

• 𝑓-DRO (or joint DRO): exactly fits the training distribution in classification

Liu et al. Stable Adversarial Learning under Distributional Shifts.
Hu et al. Does Distributionally Robust Supervised Learning Give Robust Classifiers?



What Caused the Over-pessimism? 
—— from the distance metric perspective

Leverage the data geometry to form a 
more reasonable distribution set.



Geometric Wasserstein Distance

The density transfers 
smoothly along the 

data manifold.



Geometric Wasserstein DRO
• Objective function:

• Sample weights updating:



Theoretical Properties

• Global Error Rate Bound:

• Convergence:



Experiment: Selection Bias
• Data Generation:

• Results:



Visualize the Worst-Cases under Label Noises

𝒇-DRO put much more 
weights on noisy data 

points.

WDRO introduces much more 
noisy data points.

Over-
Pessimism



Smoothness of Sample Weights Along the Manifold

measure the 
smoothness

much 
smoother
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